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IntroductionIntroduction

Distributed Shared Memory (DSM)Distributed Shared Memory (DSM)

Main Issue:Main Issue: To maintain memory consistency in To maintain memory consistency in 
different processors of the DSM systemdifferent processors of the DSM system
Performance bottleneck:Performance bottleneck: Communication in the Communication in the 
NetworkNetwork

NetworkNetwork

Software DSM LayerSoftware DSM Layer
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Milestone DSM SystemsMilestone DSM Systems

Any efficient DSM with good programmability?Any efficient DSM with good programmability?

IVYIVY

TreadMarksTreadMarks

MidwayMidway

1st Software DSM1st Software DSM
Sequential Consistency (inefficient)Sequential Consistency (inefficient)

Lazy Release Consistency (better)Lazy Release Consistency (better)
Most Popular Software DSMMost Popular Software DSM

Entry ConsistencyEntry Consistency
Very Efficient but hard to programVery Efficient but hard to program
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Our ObjectiveOur Objective

To alleviate the network bottleneck.To alleviate the network bottleneck.

JUMPJUMP--DPDP: Two software solutions: Two software solutions
MigratingMigrating--HomeHome ProtocolProtocol onon ScCScC ::

reducing the volume of data in the network e.g. reducing the volume of data in the network e.g. 
relaxed memory model / protocolrelaxed memory model / protocol

SocketSocket--DP:DP:
improving the speed of communication by improving the speed of communication by 
reducing the network protocol overhead.reducing the network protocol overhead.
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Scope Consistency (Scope Consistency (ScCScC))

A relaxed consistency model A relaxed consistency model [Iftode96][Iftode96]
weaker than LRCweaker than LRC

efficient, good programmabilityefficient, good programmability

ScopeScope : all critical sections using : all critical sections using 
same lock; opens at same lock; opens at acquireacquire, closes at , closes at 
releaserelease

Efficiency SC ERC LRC ScC EC
Worst Best

Programmability SCERC/LRC/ScCEC
Worst Best
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Scope Consistency (Scope Consistency (ScCScC))

When a processor Q opens a scope previously When a processor Q opens a scope previously 
closed by another processor P, P propagates the closed by another processor P, P propagates the 
updates made within the updates made within the same scopesame scope to Qto Q

PP

AcqAcq(L0)(L0)

QQ

RelRel(L0)(L0)
y = 5y = 5

x = 3x = 3

AcqAcq(L0)(L0)
a = xa = x
b = yb = y

In LRC, P propagates In LRC, P propagates 
both the updates of x both the updates of x 
and y to Q while inand y to Q while in
ScCScC, P propagates the , P propagates the 
update of y only since update of y only since 
only y is updated in only y is updated in 
the same scope as it the same scope as it 
is read by Q.is read by Q.ScCScC: b = 5, a = 0 (!): b = 5, a = 0 (!)

scopescope
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MigratingMigrating--Home Protocol (MHP)Home Protocol (MHP)

Features of the ProtocolFeatures of the Protocol::
allows the home location of each page in allows the home location of each page in 
DSM to DSM to changechange during program executionduring program execution

the home of X is migrated from P to Q the home of X is migrated from P to Q 
when Q requests the page from P, if the when Q requests the page from P, if the 
copy of X possessed by P is copy of X possessed by P is totallytotally cleanclean

QQ s updates need not propagate to other s updates need not propagate to other 
processors       reduces network trafficprocessors       reduces network traffic
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Important Data StructuresImportant Data Structures

Migration NoticeMigration Notice::
short message to notify other processors short message to notify other processors 
in the cluster about the home changein the cluster about the home change

broadcast nature: performance broadcast nature: performance 
bottleneck?bottleneck?

concatenation of multiple migration noticesconcatenation of multiple migration notices

DiffDiff::
updates of a page by nonupdates of a page by non--home processor home processor 

deals with deals with false sharingfalse sharing
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An Illustration of MHPAn Illustration of MHP

P0P0

AcqAcq(L0)(L0)

P1P1 P2P2

AcqAcq(L1)(L1)

P3P3

W(x1)W(x1)
W(x2)W(x2)

RelRel(L0)(L0)

RelRel(L1)(L1)

HH

XXHH

P0 gets the copy of P0 gets the copy of 
X and is granted X and is granted 
the new home of Xthe new home of X

XX P2 gets the copy of X and P2 gets the copy of X and 
the new home locationthe new home location

Migration Migration 
noticesnotices

DiffDiff
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No fixed processor to store the No fixed processor to store the 
most upmost up--toto--date copy of a pagedate copy of a page

Homeless Homeless 
((TreadMarksTreadMarks))

4 Different Protocols4 Different Protocols

HomeHome--based based 
(JIAJIA V1.1)(JIAJIA V1.1)

MigratingMigrating--
Home (MHP) Home (MHP) 
(JUMP)(JUMP)

Home Home 
Migration Migration 
(JIAJIA V2.1)(JIAJIA V2.1)

A fixed processor storing the most A fixed processor storing the most 
upup--toto--date copy of a pagedate copy of a page

The processor storing the most upThe processor storing the most up--
toto--date copy of a page can be date copy of a page can be 
changed when serving a page faultchanged when serving a page fault

The processor storing the most upThe processor storing the most up--
toto--date copy of a page is changed at date copy of a page is changed at 
barrier synchronizationbarrier synchronization

DescriptionDescriptionProtocolProtocol
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Comparing the 4 ProtocolsComparing the 4 Protocols

HomeHome--basedbased

HomelessHomeless

Home Home 
MigrationMigration

MigratingMigrating--
Home (MHP)Home (MHP)

More efficient than homeless More efficient than homeless 
[Zhou96][Zhou96] but fixed home not wellbut fixed home not well--
adapted to access patternsadapted to access patterns

Serving a page fault may issue Serving a page fault may issue 
requests on multiple processorsrequests on multiple processors

Try to adapt to DSM access patterns Try to adapt to DSM access patterns 
but home migration rule is too strictbut home migration rule is too strict
Adapt well to DSM access patterns Adapt well to DSM access patterns 
while the home migration rule is while the home migration rule is 
more aggressivemore aggressive

Comment on PerformanceComment on PerformanceProtocolProtocol
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SocketSocket--DPDP

A A lowlow--latencylatency communication supportcommunication support
Beneficial to DSMBeneficial to DSM

transmission of short control messagestransmission of short control messages
substantially reduces the startup costsubstantially reduces the startup cost

CharacteristicsCharacteristics::
techniques to techniques to reduce protocol overheadreduce protocol overhead
features to features to enhance usability and userenhance usability and user--
friendlinessfriendliness
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SocketSocket--DP DesignDP Design

DirectedDirected--Point Model Point Model [Zhu2000][Zhu2000]
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SocketSocket--DP OperationDP Operation

Interrupt Interrupt 
HandlerHandler

Outgoing FIFO queueOutgoing FIFO queue

Incoming FIFO queueIncoming FIFO queue

sendtosendto()()

recvfromrecvfrom()()

Token Buffer PoolToken Buffer Pool
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Reducing Protocol OverheadReducing Protocol Overhead

Token Buffer PoolToken Buffer Pool::
allows the Interrupt Handler to directly allows the Interrupt Handler to directly 
copy incoming messages to the dedicated copy incoming messages to the dedicated 
buffer spaces throughbuffer spaces through page repage re--mappingmapping

LightLight--weight Messaging Callsweight Messaging Calls::
allows kernel level transmission routines to allows kernel level transmission routines to 
be triggered as lightbe triggered as light--weight messaging weight messaging 
calls, reducing context switching overheadcalls, reducing context switching overhead
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Enhancing UsabilityEnhancing Usability

SupportsSupports Asynchronous Send/ReceiveAsynchronous Send/Receive
with with signal handlingsignal handling::

delivers a delivers a SIGIOSIGIO to the receiving processto the receiving process

Message Assembly/DisassemblyMessage Assembly/Disassembly::
to accommodate network requirementsto accommodate network requirements

A familiar user interfaceA familiar user interface::
use UNIX system calls socket(), bind(),use UNIX system calls socket(), bind(),
sendtosendto(),(), recvfromrecvfrom() and() and select()select()
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P2P RoundP2P Round--Trip TimeTrip Time
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Performance EvaluationPerformance Evaluation

Compare Compare JUMPJUMP--DPDP with other with other 
systems:systems:

JIAJIA V1.1JIAJIA V1.1:: HomeHome--based + BSD Socketsbased + BSD Sockets

JUMPJUMP:: MHP + BSD SocketsMHP + BSD Sockets

JIAJIA V2.1JIAJIA V2.1:: Home Migration Protocol + Home Migration Protocol + 
BSD SocketsBSD Sockets

Testing environmentTesting environment::
16 PIII 450MHz PCs, 128MB RAM each 16 PIII 450MHz PCs, 128MB RAM each 

Fast Ethernet + 100Fast Ethernet + 100--based Switchbased Switch
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JUMPJUMP--DP PerformanceDP Performance
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JUMPJUMP--DP PerformanceDP Performance
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ObservationsObservations

JUMP over JUMP over 
JIAJIA V1.1JIAJIA V1.1

JUMPJUMP--DP DP 
over JUMPover JUMP

Improvement in 5 out 6 programs Improvement in 5 out 6 programs 
Maximum 3.16 times fasterMaximum 3.16 times faster
MHP beats homeMHP beats home--based protocolbased protocol
JUMP favors larger programsJUMP favors larger programs

SocketSocket--DP improves DP improves 
performanceperformance

for all 6 programs (by 5for all 6 programs (by 5--30%)30%)
JUMP over JUMP over 
JIAJIA V2.1JIAJIA V2.1

JUMP beats JIAJIA in 5 JUMP beats JIAJIA in 5 
programsprograms

JUMP sJUMP s MHP is more efficientMHP is more efficient

ComparisonComparison ObservationsObservations
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Conclusions & Future WorkConclusions & Future Work

ConclusionsConclusions::
MHP reduces network trafficMHP reduces network traffic

SocketSocket--DP reduces communication DP reduces communication 
latencylatency

Improve DSM performance substantiallyImprove DSM performance substantially

Future WorkFuture Work::
Porting Porting JUMPJUMP--DPDP to to JESSICA 2JESSICA 2 project project 
(http://www.(http://www.srgsrg..csiscsis..hkuhku..hkhk//jessicajessica..htmhtm))

Further improvement of the MHPFurther improvement of the MHP
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HKU JESSICA 2 Project

Socket-DP

ClusterProbe
(Java-based Cluster 

Monitoring Tool)

Global Object Space

JUMP-DP (Software DSM)

Delta 
Execution

(thread 
migration) Single Thread Space

DP-II (Gigabit Ethernet on HVS cluster)


